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Abstract
A software package for INAA (Instrumental Neutron Activation Analysis), developed at the Nuclear Metrology Laboratory 
of the IPEN-CNEN/SP, called k0-IPEN, is described. The package consists of a main program linked to nine subprograms 
designed to perform automatically most of the tasks necessary in order to obtain the mass fractions of the irradiated samples. 
External efficiency curves calculated by the Monte Carlo code MCNP6 can be read to extend the calibration curve to source 
to detector distances where only a few experimental points are available. Covariance analysis was used in all steps of the 
calculation. The validation of the code was tested in an intercomparison sponsored by the IAEA.

Keywords  Neutron activation analysis · k0-Method · Software intercomparison · Neutron flux parameters · Germanium 
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Introduction

The Nuclear Metrology Laboratory (Laboratório de Metro-
logia Nuclear—LMN) at the IPEN-CNEN/SP (Nuclear and 
Energy Research Institute, National Nuclear Energy Com-
mission) in São Paulo, Brazil, does research in two interre-
lated areas, namely: Radionuclide Metrology and Neutron 
Metrology. In the latter area, the LMN has published papers 
on the measurement of neutron cross sections [e.g., 1, 2] and 
k0 parameters [e.g., 3, 4]. These results are obtained by run-
ning several codes, which perform individual tasks such as: 
determination of spectrum net peak areas; peak efficiencies 
and P/T ratios; cascade summing correction; etc.

The LMN personnel at the IPEN have developed their 
own codes for aquisition and data analysis and applied 
them for routine use and research [e.g. 1–4]. Following 
this purpose, it was decided to create a new software 
package called k0-IPEN for mass fraction determination 
of irradiated samples. This package includes a methodol-
ogy that unifies all the previous codes of the LMN in a 

single process. In addition, the LMN expertise in covari-
ance analysis, as demonstrated in previous papers [3–5], 
was fully incorporated in this new code. The advantage of 
such a code is to provide autonomy for the IPEN, allowing 
for parameter update and adjustments, and assuring inde-
pendence from external software. Another advantage is to 
use it as an option for comparing results with well-known 
softwares, such as HyperLab [6], Kaywin [7] or k0-IAEA 
[8]. As a matter of fact, this was the motivation for an 
international comparison recently sponsored by the IAEA 
[9], in which the code k0-IPEN has participated. Dur-
ing this comparison it was shown that even well known 
softwares may show differences in the results, depending 
on the input parameters, and needing intervention from 
the developer in order to achieve the correct results. This 
comparison was successfully used for helping to develop 
the code. As suggested during the comparison, an ideal 
code should do all tasks related to k0-NAA (k0—Neu-
tron Activation Analysis) in a fully automatic way. This 
was achieved by k0-IPEN, except in a few aspects, as 
described in the next sections. A significant feature of 
this code was the use of covariance matrix methodology 
to determine accurately the uncertainties in the param-
eters involved, for all steps of the mass fraction deter-
mination. This is not usually observed in other software 
packages found in the literature.The code was written in 
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Fortran language and does not have a graphical interface 
yet, therefore it is not intended to be used by a technician. 
However, once the user gets familiar with the procedure, 
he can achieve good results in a relatively short time.

Methodology

Block diagram of the code

A simplified block diagram of code k0-IPEN is shown in 
Fig. 1.
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Fig. 1   Simplified block diagram of code k0-IPEN
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Peak area determination

For the cases of well separated peaks, such as found in 
standard sources, the code may use routine Alpino [10] 
which is imbedded in the package. This routine performs 
simple integration of counts around the peak, in a region 
between − 1.5 × FWHM and +1.5 × FWHM, and the average 
of two background regions, defined respectively between 
− 2.5 × FWHM and +1.5 × FWHM and  + 1.5 × FWHM and 
+2.5 × FWHM. However, it is not able to resolve overlap-
ping peaks. It is useful for calculating the net areas of well 
separated peaks and the detection limit for a given nuclide, 
which requires reading of counts directly from the meas-
ured spectrum. For the cases of overlapping peaks, the net 
peak areas can be read from the peak list generated by other 
codes, such as Hypermet [11] or HyperLab [6]. These peak 
areas are very close to the ones calculated by Alpino [10], 
when the peaks are well separated.

Efficiency determination

When the source activity is known, such as the case of 
standard sources, code Alpino can calculate the detection 
efficiency, together with all partial uncertainties involved, 
namely: decay, dead time, self-attenuation, etc. An extended 
version of Alpino [10], called AlpiPT, also incorporates the 
calculation of the P/T ratio and corresponding uncertainty.

The efficiency must be corrected for cascade summing 
which in turn depends on the peak efficiency and P/T ratio. 
Therefore, the final efficiency is obtained after two steps: (a) 
calculation of peak efficiency and P/T ratio, without cascade 
summing correction; (b) application of cascade summing 
correction to the previous peak efficiency.

The cascade summing correction is calculated automati-
cally by routine Allsum, applying the Semkow matrix for-
malism [12]. Since the cascade summing correction for a 
given energy of a radionuclide requires the values of peak 
efficiencies and P/T ratios for several other energies present 
in the decay scheme, an interpolation procedure becomes 
necessary. This interpolation is accomplished by a routine 
called Logfit [13], which performs a polynomial least square 
fit between the efficiency and gamma-ray energy, in log–log 
scale. This code considers all correlations between the par-
tial uncertainties present in the calculation.

After application of the cascade summing correction to 
the preliminary experimental efficiencies, a new polynomial 
fitting in log–log scale is performed in order to obtain the 
final efficiency and P/T ratio curves.

Monte Carlo modelling for efficiency transfer

At a reference large distance, the efficiency can be obtained 
accurately with experimental standard source data. In the 

present case, this distance was 202 mm and a total of 49 
experimental points were used. However, other distances 
closer to the detector are necessary for measuring the sam-
ples, and the efficiency for these other geometries must be 
determined. At smaller distances, the cascade summing 
correction becomes very large for radionuclides with sev-
eral gamma transitions, such as 152Eu and 133Ba, and the 
high uncertainty in the calibration prevents an acceptable 
result. At these distances, the experimental points can only 
be obtained by monoenergetic standard sources, which are 
available only in a limited number. This difficulty has been 
circumvented in other codes by using procedures to perform 
this efficiency transfer based on analytical tools or Monte 
Carlo methods [e.g. 14, 15].

In the present approach, this efficiency transfer was per-
formed applying the Monte Carlo code MCNP6 [16]. An 
example of the geometry is shown in Fig. 2, as depicted 
by code VISED, which is incorporated in the MCNP pack-
age. In this figure, the source corresponds to a sediment 
encapsulated inside a cylindrical polyethylene container, in 

Fig. 2   Monte Carlo modelling for MCNP6, as depicted by code 
VISED. The HPGe is shown in pink, the aluminium components in 
yellow, the source holder in blue and orange, and the sediment sam-
ple in violet
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accordance to the international comparison measurement 
condition. This model was easily changed to a standard 
source geometry, in order to compare with the experimental 
calibration points. In this way, it was also possible to calcu-
late the correction factor for source dimensions and mate-
rials. The geometrical parameters, such as source-crystal 
distance and detector hole dimensions were optimized by 
comparing the calculated efficiency results to the few experi-
mental data points, available for each geometry, obtained 
with monoenergetic radionuclides. Once the geometry was 
established, MCNP6 was set to run for 34 gamma-ray ener-
gies from 50 to 3000 keV. Finally, polynomial fits were per-
formed for interpolating between the calculated values, for 
peak efficiencies and P/T ratios. An example of this poly-
nomial fit is shown in Table 1 (ci coefficients) obtained at 
22 mm source to detector distance. Since the experimental 
points were scarce (only eight points, from 59 to 1115 keV) 
the extrapolation to high energies (above 1500 keV) was 
not considered satisfactory, because it showed a discrepancy 
larger than 4%. Improvements in the modelling are necessary 
to overcome this problem.

α  and f determination

These parameters were evaluated prior to the element mass 
fraction determination, as indicated in Fig. 1. Two methods 

were included in k0-IPEN for this purpose: (1) the Triple 
Bare method, which uses 198Au, 95Zr and 97Zr, performed 
by routine Tripleb, and (2) the Cd Ratio method, which may 
use several targets for a wide range of resonance energies, 
for instance: 198Au, 95Zr, 97Zr, 59Fe and 65Zn. These methods 
are well described by De Corte [17].

The Cd ratio method requires a linear least square fit in 
order to obtain the parameters. For this purpose, code Linfit 
[18] was included in the package and embedded in the gen-
eral code. This code considers all correlations between the 
partial uncertainties present in the calculation.

Specific count rate ASP.

The next step is the calculation of the Specific Count Rate 
ASP, performed by routine k0Alp. This parameter is defined 
as [17, 19]:

 where:
Np is the net peak area,
tm the measurement time (s),
w the mass of the element (g).

(1)Asp =

Np
/

tm

SDCw

Table 1   Parameters associated to the efficiency curves, α and f average values and neutron fluxes

Parameter Value Unc Covariance matrix

a0 −1.1232E + 02 1.9E + 00 3.4441E + 00
a1 6.8196E + 01 1.3E + 00 −2.4207E + 00 1.7054E + 00
a2 −1.6031E + 01 3.4E − 01 6.2763E − 01 −4.4321E − 01 1.1544E − 01
a3 1.6471E + 00 3.9E − 02 −7.1210E − 02 5.0397E − 02 −1.3156E − 02 1.5026E − 03
a4 −6.3143E − 02 1.6E − 03 2.9863E − 03 −2.1179E − 03 5.5406E − 04 −6.3411E − 05 2.6816E − 06
χ2/v 1.19
b0 −9.8961E + 00 3.3E + 00 1.0701E + 01
b1 1.4962E + 00 8.9E − 01 −2.9124E + 00 7.9281E − 01
b2 −1.5747E − 01 6.1E − 02 1.9794E − 01 −5.3895E − 02 3.6646E − 03
χ2/v 0.78
c0 −3.094E + 02 1.3E + 01 1.60E + 02
c1 2.380E + 02 1.1E + 01 −1.41E + 02 1.24E + 02
c2 −7.280E + 01 3.9E + 00 4.89E + 01 −4.32E + 01 1.51E + 01
c3 1.101E + 01 6.7E − 01 −8.37E + 00 7.41E + 00 −2.58E + 00 4.44E − 01
c4 −8.266E − 01 5.7E − 02 7.07E − 01 −6.26E − 01 2.19E − 01 −3.76E − 02 3.20E − 03
c5 2.464E − 02 1.9E − 03 −2.36E − 02 2.09E − 02 −7.31E − 03 1.26E − 03 −1.07E − 04 3.59E − 06
χ2/v 1.24
f 2.91E + 01 1.3E + 00
α −9.11E − 03 4.3E − 03
ϕth (m−2 s−1) 1.09E + 16 1.5E + 14
ϕepi (m−2 s−1) 3.76E + 14 1.7E + 13
ϕfast (m−2 s−1) 1.41E + 15 1.9E + 14
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In Eq. (1), the saturation factor S, the decay factor D and 
the counting factor C are well described in the literature 
[17, 19].

The net peak areas can be determined by codes Alpino 
[10], Hypermet [11] or HyperLab [6], but usually the latter 
is chosen because it can be used for overlapping peaks with 
high accuracy.

Mass fraction of the element

The analyte mass fraction is calculated by routine k0Alp, 
and is given by [17, 19]:

where:
Indexes a and c correspond to analyte and comparator, 

respectively,
ρ is the mass fraction,
c the cascade summing correction,
ε the detection peak efficiency,
Φs the thermal neutron fluence rate (m−2 s−1),
f the thermal/epithermal flux ratio f = Φs/Φepi,
gth and gepi are the thermal and epithermal self-shielding 

corrections, respectively, and.
α the deviation from the ideal 1/E epithermal neutron 

spectrum,
The dependence of Q0(α) on α and the effective resonance 

energy Er is given by [17, 19]:

where:
Q0(0) = I0/σ0,
σ0 the thermal capture cross section (m2), and.
I0 the resonance integral (m2).
Alternatively, using Au as comparator, the mass fraction 

can be given by:

where Fc is called comparator factor, which depends only 
on comparator parameters given by:

The thermal flux �s,c can be calculated from Fc as 
described in reference [19].

The necessary parameters associated with the element 
to be analysed, such as: k0, Q0, half-life, gamma-ray yield, 

(2)�a = �c

Asp,a

Asp,c

k0,c

k0,a

cc�c

ca�a

�s,c

(

fgth,c + gepi,cQ0,c(�)
)

�s,a

(

fgth,a + gepi,aQ0,a(�)
)

(3)Q0(�) =
Q0(0) − 0.429

E�

r

+
0.429

(2� + 1)E�

Cd

(4)�a =
Asp,a

Fc

1

k0,a

1

ca�a

�s,c

�s,a

1
(

fgth,a + gepi,aQ0,a(�)
)

(5)Fc =

[

�c

Asp,c

k0,c

1
cc�c

(

fgth,c + gepi,cQ0,c(�)
)

]−1

etc., were obtained from the k0-Database [20] and from the 
DDEP_WG recommended decay data [21].

Interference correction

The presence of undesirable counts inside or very close to 
a given gamma-ray peak must be considered, in order to 
obtain the correct mass concentration. For this purpose, 
a standard interference table was used [22] and imbedded 
in routine k0Alp. For each measured peak, this table was 
scanned, and the interference correction was calculated auto-
matically by the following expression [19]:

 where:
N is the net peak area,
indexes x, y and z correspond respectively to: nuclide of 

interest; interfering nuclide at an energy close to the nuclide 
of interest (causing the interference); interfering nuclide at 
another energy, free from interferences.

The factor Rint is given by

where:
γ is the gamma yield,
ε is the detection peak efficiency, and.
c is the cascade summing correction.
The energy separation between the nuclides x and y can 

be selected as desired. Usually it was around 0.5 keV, when 
the peak area was taken from HyperLab [6] peak-list.

Average value of mass fraction

The last step is the calculation of the mass fraction averaged 
value and its corresponding uncertainty. This is performed 
by routine FitAve in connection with routine Linfit [18]. At 
this point, the user intervention is necessary to select the 
mass fraction results that should be included in the average, 
from those that should be discarded, because they increase 
the final uncertainty.

Detection limit

The detection limit expression was taken from the IAEA 
recomendation [Ref. 23, p. 21]. The calculation considers 
the counts from the original spectrum, in a region near the 
peak of interest. The Paired Measurement methodology was 
applied, using the following equation:

(6)Np,x = Np,x+y − Np,zRint

(7)Rint =
�y.�p,y.c(y)

�z.�p,z.c(z)
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where:
k is the coverage factor,
nb is the background counts,
urel(y) is the relative uncertainty of y and.
y is the value of the conversion function, including the 

measurement time.

Uncertainty calculation

The overall uncertainty in the mass fraction was obtained 
by the propagation law [24, 25], considering all correla-
tions between the parameters. The same procedure was 
followed by the fitting codes Logfit [13] and Linfit [18]. 
The covariance matrix associated with the efficiency curve 
coefficients was inserted in code k0Alp and propagated 
together with the other parameters. In the case of the Tri-
ple Bare method, since it uses an implicit equation, it was 

(8)ky =

�

k +
√

8.nb

�

�

1 −
�

k.urel(y)
�2
�

decided to use the Monte Carlo method for the propaga-
tion. A normal distribution was applied to each partial 
uncertainty and several runs were performed changing ran-
domly the uncertainties around the normal distributions. 
The final values of the parameters α and f were obtained 
as the average from all runs with corresponding uncer-
tainties. The mass fractions for a given element, obtained 
from different irradiation and/or measurement condition, 
were averaged applying code Linfit [18] and considering 
all correlations and using covariance matrix methodology.

Results

The data presented in this section are part of the IPEN 
results submitted to The 2021 IAEA software intercom-
parison for k0-INAA. A full description of the experiment 
and analysis are described in the references [9, 26]. Here 
a brief review of the results is shown, only for illustra-
tion of the use of the k0-IPEN software package. A screen 
shot showing a small sample of the output file is shown in 
Fig. 3. All partial uncertainties are given.

Fig. 3   Screen shot showing a 
small sample of the output file

***************************************************************************************** *

GENERAL PARAMETERS OF IRRADIATION AND MEASUREMENT

Sample 4 Spectrum R1973F-6.chn 200 mm - Monitor 200 mm

FLUX PARAMETERS

FTH (M-2.S-1)      SFTH(%)    FEPI (M-2.S-1)  SFEPI(%)   FFAST (M-2.S-1)  SFFAST(%)
1.136E+16              1.84           3.824E+14         3.02       1.410E+15        13.55

F0                      SF0(A)         Alfa0       SAL0(A)      IR (H)         STIR(%)     FGRAD       SFGRAD(%)
2.970E+01   1.30E+00   9.400E-03  1.01E-02   1.200E+01  8.30E-03   9.800E-01  3.00E-01

FCAU1           SFCAU1(%)       FCAU2         SFCAU2(%)
1.1030E+04        3.02         1.1030E+04       2.92

MONITOR PARAMETERS

MONITOR        T12M(D)   ST12M(%)     K0M SK0M (%)    Q0M   SQ0M(%)    Q0MA     SQ0MA(%)
Au  Au198     2.6943E+00     .00         1.0000E+00     .00       1.5700E+01    1.80      1.5448E+01    1.88

ERM          SERM(%)     GTHM    SGTHM(%)   GEPIM   SGEPIM(%) MASM(g)  SMASM(%) MASMAU(g)  SMASMAU(%)
5.650E+00   7.10      9.994E-01    .01            9.981E-01    .04          9.300E-03       .20              9.328E-06           .20

TM LIVE(S)  TM REAL(S)   T BG(S)      MEAS DATE  MEAS TIME    REF DATE  REF TIME
450.00    459.06   45000.00      5/ 9/2018   6:30:47    30/ 8/2018 16:53: 0

EGMON       AREAM   SAREAM(%)     AREAMC  SAREAMC(%)    FDEADM  SFDEADM        FATM     SFATM
411.80       105409.0    .31       107531.2    .31        1.02013    .00        1.00130   .03

EGMON     FSUMM   SFSUMM(%)     ASPM  SASPM(%)   ASPM2  SASPM2(%)   ACTIVM    SACTIVM(%)
411.80   9.999E-01    .00   8.646E+08    .86  8.721E+08    .37   6.275E+07   .55

EGMON       EFM     SEFM(%)   EFMCOR  SEFMCOR(%) FSATM   SFSATM(%)   FGM      SFGM(%)   SDCM   SSDCM(%)
411.80   1.753E-03    .35          1.769E-03    .46               1.207E-01    .01        9.900E-01    .30          2.880E-02    .01
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Efficiency curve

Figure 4 shows the peak efficiency curve obtained with 
49 experimental points, at the reference position, corre-
sponding to a distance of 202 mm from a point source to 
the detector cap [9, 26]. Here the energy range was from 
53 to 2447 keV. The net peak areas were obtained by code 
HyperLab [6]. The continuous line corresponds to the pol-
ynomial fitting. Figure 5 shows the residuals between the 
experimental points and a 4th degree polynomial fitting in 
log–log scale, applying routine Logfit [13]. The points are 
in overall agreement with the fitting, showing no special 
bias. The polynomial coefficients and the corresponding 
covariance matrix are shown in Table 1 (ai coefficients). 
The resulting reduced chi-square was 1.19 indicating a 
satisfactory fit. Table 1 also shows the fitting coefficients 
for 20 experimental points from 1112 to 2447 keV, apply-
ing a 2nd degree polynomial (bi coefficients). This latter 
curve was designed to cover energies up to 3000 keV. In 

this case, the reduced chi-square was 0.78, which can be 
considered satisfactory. This table also includes the fit-
ting parameters (ci coefficients) for 34 calculated points at 
22 mm source to detector distance. The reduced chi-square 
was 1.24, which can be considered adequate.

Flux parameters

Table 1 also shows the values of α and f from the Tri-
ple Bare method, and their corresponding uncertainties. 
The Cd ratio method was not used in this case because it 
increased the uncertainty. The thermal, epithermal, and 
fast fluxes are also given.

Mass fractions

Table 2 shows the results for mass fractions of some ele-
ments contained in the irradiated sample and the compari-
son with certified values. The performance of the results 
with respect to certified values was tested by calculating 
the En score, defined by the following equation [23, 27]:

where Ulab and Uref are the expanded uncertainties (k = 2) 
of the experimental result and the assigned value of CRM 
(Certified Reference Material), respectively. The agreement 
can be considered satisfactory since En is lower than 1 in all 
cases. The bias, i.e., the deviation with respect to the certi-
fied values are also presented, for comparison.

Mass fractions (XCRM, Xlab) are expressed in mg/kg and 
expanded uncertainties (Uref, Ulab) with a coverage factor 
k = 2.

(9)En =
Xlab − Xref

√

U2
lab

+ U2
ref

1E-04

1E-03
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Fig. 4   Peak efficiency curve at 202 mm, source to detector distance. 
The continuous line corresponds to the polynomial fitting

Fig. 5   Residuals between exper-
imental efficiencies at 202 mm 
and the polynomial fitting
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Conclusions

The Nuclear Metrology Laboratory (LMN—Laboratório de 
Metrologia Nuclear) of the Nuclear and Energy Research Insti-
tute (IPEN—Instituto de Pesquisas Energéticas e Nucleares) in 
São Paulo, Brazil, developed a software package for Neutron 
Activation Analysis (NAA) called k0-IPEN. This software 
runs automatically, following all steps necessary to obtain the 
mass fractions of the elements involved. Covariance matrix 
methodology was used to determine accurately the uncertain-
ties in the parameters involved, for all steps of the process. 
With this software the LMN has participated in an interna-
tional comparison sponsored by the IAEA, showing good 
results [9, 26]. However, improvements are foreseen, such as 
automatic calculation of self-shielding factors, inclusion of 
interference from threshold reactions and more accuracy in 
the Monte Carlo modelling, mainly in the high gamma-ray 
energy region, and short source to detector distances. In addi-
tion, a graphical interface is planned to be included, in order 
to make it easier to input the necessary data.
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